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CDR Process Relationship Diagram

Accessing the CDR System
There are three main paths to access data on (or from) the CDR, via the web using the CDR Admin Menu System, using the COTS application XMetaL for creating and editing XML documents, and by downloading data from our FTP server. 
Web browser
· Simple Menu system for four  user groups
     http://bach.nci.nih.gov/cdradmin.html
OCCM Staff, CIAT Staff (contractor),  Developers, Guest Users
The menu entries may open sub-menus or perform the specific function by submitting a Python CGI script. Sample of typical functions are reports to list checked out documents, retrieving audio files from the FTP server, perform global changes, or adding users or roles/groups. 
· Each group performs certain set of functions 
OCCM:  Reports
CIAT: Updates, Reports, Maintenance, Mailers
Developers: System maintenance plus the above
Guest: Search function
· Web Server runs on BACH running mostly Python CGI scripts (477 Python scripts, 4 *.aspx scripts).
· Most scripts create QC reports (~200 scripts).  These may access the CDR database directly and typically create HTML or Excel output.
· A few of these jobs are CPU intensive and are submitted as batch jobs.

· Scripts changing the data will do so via the CDR Server (get, save, version, update, validate document, etc.)
XMetaL 4.5 Client
· CIAT contract staff and OCCM staff access individual documents via XMetaL, a heavily customized application for creating and editing documents in XML.
· Users start XMetaL by starting a program called CDRLoader which will connect to one of the CDR servers (BACH - production, FRANCK - testing, MAHLER - development), update the customization files and create a database session for the user.
· Users can edit the document and run document specific reports (QC, markup, Publish preview reports)
· Reports typically initiate a Python script to process (a.k.a. filter) the document with individual XSLT filters or task specific filter sets.  A filter set itself might contain 20 or more individual XSLT filter.
· PublishPreview reports (currently not depicted) connect directly to Gatekeeper/Percussion to view a document before it's published on the Cancer.gov website.

FTP Client
· Connection to FTP server CIPSFTP
· 35 active licensees, 10-15 test licensees reading data
· 2 contractors upload data (*.mp3, *.gif/jpg)

· retrieval of Friday's production data (~87,000 documents)
The documents are available as *.xml and *.tar.gz files. 
Publishing Process
Publishing is the process of retrieving XML documents from the database and assemble them for public use and update on Cancer.gov.  The XML documents are processed via XSLT filter scripts and the assembled document is again in XML format (or MP3, JPG).  The publishing process is regularly performed through one of these three paths.  All publishing events are similar but differ in certain areas:

· Nightly Publishing (automatic)
The nightly (or interim-export) publishing process publishes only new documents and protocol related documents since these are updated frequently.  This process is initiated by SubmitPubJob.py.
Typical document load: 200-500
Processed documents: ~13,000 = ~120MB
Processing time: ~70 minutes
· Weekly Publishing (automatic)
The weekly (or export) publishing process  publishes the entire set of documents. This process is initiated by SubmitPubJob.py.
Typical document load: 500-1000, but could be much higher: 40,000+
Processed documents: 87,000+ = 2.0GB
Processing time: ~7 hours
· Hot-fix Publishing (manual)
The hot-fix publishing is used to quickly update individual documents during the day to correct errors. This process is initiated via the CDR Admin System.
Typical document load: 1-5
Processed documents: 1-5
Processing time: 10-15 minutes
· Additional publishing events
These are used mainly for testing (on the dev or test servers) or for special requests, i.e. publishing of individual document types or re-publishing previously submitted documents.

Each of these publishing events creates a publishing request in the CDR database (add a row to the table PUB_PROC).  The CDR Publishing Service monitors all entries in this table and spawns the publishing process (publish.py) based on the request parameters, which in turn will create the XML output files.

The created XML output files are finally compared to the latest version created as part of a prior publishing job.  If the document is different it will be "pushed" to the Gatekeeper server to be processed and loaded into Percussion. During the Gatekeeper load, the CDR is periodically checking for successful load of the XML documents on Cancer.gov in order to identify the publishing process for a given document a success.
For the automated jobs the scheduled script Jobmaster.py is responsible to initiate the publishing event.  At the end of a publishing event (after the successful push to Gatekeeper) additional processing is performed such as processing data for ClinicalTrials.gov (NLM), copy data to the FTP server, etc.
Scheduled Data Exchange

A few import/export processes are not directly dependent on the nightly publishing process and run as scheduled jobs:

· Import data from ClinicalTrials.gov (NLM)

· Import data from the Children's Oncology Group

· Import institution updates (RSS)
· Upload data to CTEP

CDR Online Documentation

· User Guide (how to for our XMetaL users)
   http://bach.nci.nih.gov/cgi-bin/cdr/Help.py
· System Documentation (usage and some maintenance)
   http://bach.nci.nih.gov/cgi-bin/cdr/Help.py?flavor=System
· Operation Manual (production and maintenance)
   http://bach.nci.nih.gov/cgi-bin/cdr/Help.py?flavor=Operating%Instructions
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